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ABSTRACT
In this paper we present a novel technique for automatically con-
verting 2D videos to stereoscopic. Uniquely, the proposed ap-
proach leverages the strengths of Deep Learning to address the
complex problem of depth estimation from a single image. A
Convolutional Neural Network is trained on input RGB images
and their corresponding depths maps. We reformulate and sim-
plify the process of generating the second camera’s depth map
and present how this can be used to render an anaglyph image.
The anaglyph image was used for demonstration only because of
the easy and wide availability of red/cyan glasses however, this
does not limit the applicability of the proposed technique to other
stereo forms. Finally, we present preliminary results and discuss
the challenges.

Index Terms — stereoscopic video, 2d-to-3d conversion, 3D
TV content

1. INTRODUCTION
Videos have been around for more than a century; the earliest sur-
viving film recording is from 1888 and it shows traffic crossing
the Leeds bridge in England. Since then a vast amount of videos
have been recorded, including amateur recordings as well as pro-
fessional films, the majority of which were filmed using a single
camera.

Recently the enormous progress in the field of virtual reality
and in particular the release of affordable VR headsets e.g. Google
cardboard, Facebook Occulus, HTC Vice, Samsung Gear, etc has
made it possible for the general public to directly experience and
interact with 3D content. Stereo video cameras are starting to be-
come popular for recording 3D videos and many recent films have
already used them. However, videos captured with a single cam-
era cannot be easily converted to 3D. A limited number of human-
in-the-loop tools [evil twin, etc] are being used for converting a
2D video into 3D but require extensive human interaction which
makes the process time-consuming and expensive. An attempt
in automating this process was done by Google’s Youtube with
the ”3D converter” which briefly appeared as new functionality
but has now been removed probably because of the poor perfor-
mance. A handful of other solutions have been proposed which we
will review in section 2 which rely on depth, shading and lighting
and cues in the video’s frames.

In this paper we address the complex problem of automati-
cally converting a video filmed with a single camera to stereo-
scopic content tailored for viewing in a VR environment.

Similar to other techniques we focus on creating a plausible
depth interpretation of the scene that is used to generate the stereo-
scopic video which does not cause depth perception inconsisten-
cies to the viewer; as opposed to first calculating an accurate 3D
reconstruction of the original and then using this to generate the
stereoscopic video. The proposed approach employs a Convolu-
tional Neural Network which given an RGB image generates a
depth map. A parallel-optical axes stereo setup is assumed and

the depth map is used to generate the depth map for the second
camera. Using the two depth maps and the disparities between the
pixels, an anaglyph image is then rendered. Common artifacts due
to rendering from depth are addressed using in-painting. The pro-
posed technique has been tested on several videos and the results
are reported.

The paper is organised as follows: Section 2 provides a brief
overview of the state-of-the-art in the area. A technical overview
of the proposed approach is presented in Section 3. In Section 4
we present in detail the architecture of the CNN used to gener-
ate a depth map from RGB images, and Section 5 describes how
the anaglyph images are generated based on a depth map. Finally,
in Section 7 we discuss the strengths and weaknesses of this ap-
proach and identify possible future work.

2. RELATED WORK
Below we provide a brief overview of the state-of-the-art in the
area of depth estimation from images and/or videos.

Rendering from a novel viewpoint given a single image is a
hot topic and an open research problem in computer vision. The
inherent difficulty lies in the fact that recovering the depth from
a single image/video and then computing disparities and depth
map for a second camera is an ill-conditioned problem. One of
the earlier works in the area was in [1] where it was shown how
given depth information for a single view a second view can be
generated. Since then, depth based rendering became popular.
However, existing established methods for extracting depth in-
formation require the use of binocular cues i.e. multiple views.
In particular, within the context of accurate 3D reconstructions, a
plethora of different methods have already been proposed.

A popular methodology for dealing with multiple views of a
scene is Structure-from-Motion (SfM). SfM has been successfully
applied usually as a first step in the 3D reconstruction of large-
scale areas [2] from a sequence of images or videos. In SfM, the
inherent assumptions are that the scene remains static and the mo-
tion between the cameras capturing the scene is sufficiently large.
Therefore, videos or films containing dynamic scenes/changes, or
in which the motion between the cameras is minimal cannot be
reconstructed.

It has been observed that given an image of a scene, the human
visual system is able to extract both semantic and metric informa-
tion, therefore it should be possible to estimate the depth from a
single image. In [3] the authors present one of the first attempts
in estimating 3D models from a single monocular image. They
proposed an Markov Random Field model for inferring ’plane pa-
rameters’, combined with supervised learning techniques in order
to reconstruct 3D scenes from one image only. More recently,
Karsch et al [4] extended this method to videos with no assump-
tions on the scene being static or the motion between the cameras.
Instead, their ’depth-transfer’ method recovers depth information
from similar scenes contained in a database for which depth values
have been previously recorded. They made the assumptions that



“the distribution of depth is comparable among similar scenes”.
Specifically, the process begins by finding candidate matches be-
tween the input image and images in the database using GIST de-
scriptor [5] and k-nearest neighbours (kNN). SIFT-flow [6] was
then used as a second step for transferring the depth, followed by
an optimization to smooth over the transferred depth.

Several other depth-transfer variants have been proposed with
the most recent proposed by Kong et al [7]. These methods share
an almost identical pipeline and also proceeds with the candidate
matching, the depth transfer, and the optimization for smoothing
the results.

Recently, single-shot solutions have also been proposed. These
rely on training Convolutional Neural Networks (CNNs) to gen-
erate the depth maps directly. One such approach is proposed in
[8] where a CNN is trained to learn a potential function consisting
of unary depth error and adjacency superpixel depth error. As it
is common with neural network based approaches, the success di-
rectly depends on whether a similar image to the input image has
been used during the training.

3. TECHNICAL OVERVIEW
Figure 1 shows an overview of the proposed system. The input is
a frame from a video. We feed-forward the input to a CNN frame-
work which produces a low resolution depth map. Next the depth
map becomes the input to the stereo rendering pipeline where a
second depth map is generated corresponding to the second cam-
era’s view. Finally, an in-painting procedure eliminates the ar-
tificats introduced during the rendering of the depth map and a
perceptually plausible anaglyph image is created.

Figure 1: Pipeline of our work

4. CNN MODEL ARCHITECTURE
In this section we briefly describe the network architecture which
was used to render the depth and normal maps. We used a net-
work architecture proposed in [9], where multiple scales are con-
catenated in a coarse-to-fine fashion in order to archive better res-
olution. The network is trained using RGB and depth map pairs
using a loss function for the depths given by
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which measures the difference between the generated and ground-
truth depth, and also the gradient of the depth. The gradient of the
depth encourages local structure similarities. Similarly the loss
function for the normals is defined as,
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which is equivalent to the cosine proximity.
In summary, the network learns to predict coarse depth maps

and then refine the prediction through multiple scales. At each
scale there is a number of convolution layers and pooling layers. A

scale refers to the resolution of the final output which is achieved
either by using larger kernels or deeper layers. A crucial aspect
of this network architecture is the concatenation of the output of
previous scale to the input of the following scale in order to add
additional depth of channels for convolution. The second and third
row in Figure 3 show the output of this process, namely the depth
and normals respectively.

5. STEREO VIEW RENDERING
The depth map generated using the aforementioned CNN is used
to produce an anaglyph image. Below we describe the mathe-
matical formulation for first creating a depth map for the second
camera and then generating stereo from the pair of depth maps.

5.1. Stereo Camera Projections

Given a camera with internal parameters defined by camera matrix
K and camera pose defined by matrix M , the projection u =
[x, y] of a 3D point P = [X,Y, Z] onto the camera’s image plane
is given by,

λ1u = K ×M × P (3)

where λ is the normalized depth in homogeneous space.
The matrix K is a 3 × 3 upper-triangular matrix which de-

scribes the camera’s internal parameters which include focal length
f , principal point [a, b], pixel aspect ratio [commonly set to p =
1], and skew [commonly set to s = 0. The matrix K is defined
as,

K =

p× f s a
0 p× f b
0 0 1

 (4)

The above equation does not account for the effects of distortions
occurring due to the optics of the camera.

The camera pose matrix M captures the position and orienta-
tion of the camera and is defined as,

M =

[
R3x3 −R3x3 × t3x1
0 1

]
(5)

where R is a 3× 3 rotation matrix and the vector t is the position
of the world’s origin with respect to the camera coordinates.

In a stereo setup projecting a 3D point P = [X,Y, Z] results
in two projections in each of the cameras u1 = [x1, y1] to u2 =
[x2, y2] which using equation 3 give,

λ2u2 = K ×R
′
×B ×R−1 ×K−1 × λ1u1 (6)

where R′ is the second camera’s rotation expressed as a 3 × 3,
B is the baseline i.e. the translation vector from the first camera
to the second camera. Given the fact that the second camera has
the same rotation matrix as the first camera [since it is a parallel
optical-axes setup] the equation 6 can be further reduced to,
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Substituting equation 7 into equation 6 gives,
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Substituting λ1 with the image depth value of each pixel and car-
rying all the multiplications results in equation 9 given by,



λ2u2 =
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0 0 1

λ1
x1−a
f
−Rtx

λ1
y1−b
f
−Rty

λ1 −Rtz


=

λ1(x1 − a)− fRtx + a · (λ1 −Rtz)
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(9)

This equation provides a measure for the depth at a pixel in the
second stereo camera given the depth value of the pixel in the
first i.e. λ + Rt. In a parallel-optical axes stereo setup the sec-
ond camera is positioned relative to the first camera’s orientation
which means that the baseline extends along the x axis in the first
camera’s coordinate system. Given the fact that the rotation ma-
trix R3×3 forms the basis of the camera coordinate system, and
since the translation t3×2 is orthogonal to the Y − Z plane of the
rotation matrix we get,

R3×3t3×1 =

 ~Rx
t

~Ry
t

~Rz
t

× c~x = [c, 0, 0]t (10)

where ~R.
t

is a transposed 3-vector for each of the axes and c is the
camera offset i.e. baseline. Using equation 10 and substituting in
9 results in,

λ2u2 =

 λ1(x1 − a)− fc+ a · (λ1 − 0)
λ1(y1 − b)− f · 0 + b · (λ1 − 0)

λ1 + 0

 (11)

which further implies,

u2 =

x1 − fc
λ1

y1
1

 (12)

The validity of equation 12 can be confirmed by verifying that
the epipolar line appears horizontal when the camera motion is
horizontal, which is indeed the case. This particular formulation
proposed, of deriving the depth for the pixel in the second camera
with respect to the depth in the first camera, eliminates the need
for camera calibrations. In the following section we discuss the
results produced with this technique.

5.2. Stereo Rendering

Equation 12 provides a convenient method of deriving the depth
for the second camera given the focal length f and the camera
offset c. This produces a depth map for the second camera which
can be used to generate the anaglyph stereoscopic image. An im-
portant aspect of this process is that the drastically increasing or
decreasing the focal length and camera offset results in small or
large disparities between the depth maps which when used to gen-
erate a stereo image, the image causes discomfort. This is demon-
strated in Figure 2 where the focal length and camera offset were
intentionally large. As previously mentioned, the choice on the
focal lens f and camera offset c is based on the variation in the
disparity values which can be expressed as,

fc ≥ min(maxDisparity) ·min(depth)

As the depth map is grayscale images that range from 0 to
255, a clear separation of foreground and background depends
on disparity separation of foreground and background. Here we
chose that the max disparity be 10 pixel given the input image
size is around 500x500. Note that if the depth map distributes
in small range, foreground and background will not be separated
well.

Figure 2: Drastic changes to the focal length and/or camera offset
lead to large disparities between the depth maps which when used
to create an anaglyph image, the image causes discomfort.

In addition to using appropriate values for the focal length and
camera offset, one has to address issues arising from the render-
ing. For example, depth buffering needs to be enabled in order
to avoid overwriting pixel values. Another problem that arises is
the presence of holes [or cracks] in the final rendering. This can
be overcome by decreasing the focal length and camera offset,
however this may lead to decrease in the disparities which in turn
leads to the aforementioned problem with discomfort. This prob-
lem has been also reported by others such as in [10] and solutions
have been proposed such as oversampling the image and enlarg-
ing the warp beam. Another possible solution to this problem is
in-painting where the values of neighbouring pixels are used to
fill in the missing values. In our work we use in-painting and in
particular Navier-Stokes based inpainting method [11].

6. EXPERIMENTAL RESULTS

The proposed technique has been tested with images and videos
downloaded from the web. Three example frames are shown in
Figure 3. The top row shows the original frames. The second and
third row show the depth and normal maps produced by the CNN
given as input a single frame. The fourth row shows the anaglyph
images which is rendered using the generated depth map and ren-
dering process proposed. Note that in these cases there is no in-
painting and artifacts appear throughout the images. This is pri-
marily due to the fact that the size of the depth map computed by
the CNN is smaller by a large factor of magnitudes i.e. 147× 109
size, which causes misalignment with the original when scaled
up. The bottom row shows the result of in-painting. All holes and
cracks which were present are filled-in with neighbourhood infor-
mation leading to perceptually plausible depth maps and anaglyph
images. 1

7. CONCLUSION AND FUTURE WORK

We have presented a novel method for automatic conversion of
2D images/videos to 3D. Our method leverages the strengths of
Deep Learning to address the complex problem of depth estima-
tion from a single image. The Convolutional Neural Network pro-
duces a depth map which is then used to render the anaglyph im-
age. We use anaglyph images due to the easy and wide availability
or red/cyan glasses however this does not limit our approach from
being extended to other forms of stereo e.g. 3D TVs. Further-
more, we have presented a simplified formulation for computing
the depth map of the second stereo camera given two parameters.
The method has been tested with several videos and in the future
we anticipate to evaluate the effectiveness of the approach with
human participants.
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