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ABSTRACT

In this paper we present a novel method for generating dense
reconstructions by applying only structure-from-motion(SfM) on
large-scale datasets without the need for multi-view stereo as a
post-processing step. A state-of-the-art optical flow technique is
used to generate dense matches. The matches are encoded such
that verification for correctness becomes possible, and are stored
in a database on-disk. The use of this out-of-core approach trans-
fers the requirement for large memory space to disk, therefore al-
lowing for the processing of even larger-scale datasets than before.
We compare our approach with the state-of-the-art and present the
results which verify our claims.

Index Terms — 3D reconstruction, dense reconstruction, struc-
ture -from-motion (SfM), multi-view stereo (MVS), urban recon-
struction, large-scale

1. INTRODUCTION

The automatic reconstruction of large-scale urban areas has al-
ways been of great interest to the computer graphics and vision
communities. Image-based reconstructions rely on structure from
motion (SfM) to recover the camera poses using bundle adjust-
ment [1, 2, 3], followed by multi-view stereo (MVS) [4, 5] to gen-
erate a dense pointcloud. In recent years, many variants of these
techniques have been proposed which result in impressive recon-
structions.

However, dealing with remote sensor images covering large-
scale areas introduces certain challenges which very often cause
failures in SfM and/or MVS techniques. Firstly, remote sensor im-
ages cover large areas which contain thousands of geospatial fea-
tures e.g. buildings, roads, trees, cars, etc, which from an oblique
aerial or nadir direction look identical and repetitive i.e. consider
a satellite image where the roads, the roofs of the building, etc,
have the same texture and similar shapes. One of the main limi-
tations of existing state of the art feature extraction and matching
techniques is that they cannot handle repetitive textures, leading
to erroneous matches and subsequently erroneous or failed recon-
structions. Secondly, remote sensor images typically have a large
size and capture the object from all around similar to an inverted
turn-table i.e. consider the single frame in Figure 1a part of a
video captured from a helicopter circling the church building. The
symmetry occurring in man-made structures such as this one of-
ten leads to erroneous results since features from opposing sides
of the building can be easily mistakenly matched i.e. the cameras
are facing each other.

In this paper, we propose a method for single-shot dense re-
construction using only SfM. Unlike existing techniques, we rely
on the state of the art optical flow technique EpicFlow [6] to ex-
tract robust dense matches. The matches are encoded and stored
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Figure 1: (a) A frame from a video captured from a helicopter cir-
cling a church building. (b) Epic-flow of two consecutive frames.

on-disk therefore transferring the requirement for large memory
to disk which is easily met. An advantage of the encoding is the
fact that verification for correctness can be easily performed and
ambiguous matches for which the transitivity property fails are
removed. This process is explained in Section 3.1. An iterative
bundle adjustment is used which allows for the optimization of an
arbitrary number of parameters as explained in Section 3.2. Fi-
nally, Section 4 presents the experiments and comparisons with
other state of the art techniques which verify our claims.

Our technical contributions are:

• A novel method of generating dense reconstructions us-
ing only SfM while producing similar or better results with
other state of the art, in terms of accuracy and time.

• An encoding for the matches which allows the easy iden-
tification and elimination of ambiguous matches for which
the transitivity property does not hold. This ensures the
robustness of the dense matches used for SfM.

2. RELATED WORK

We present related work in terms of (a) dense matching and, (b)
3D reconstruction.

2.1. Dense Matching

Optical flow is the apparent motion between two consecutive frames
caused by the movement of the object or the camera. A number
of different robust techniques have already been proposed for re-
covering the optical flow which can be better categorized in terms
of the underlying technique they use i.e. block-matching, feature
tracking, and energy-based methods. Differential methods of es-
timating optical flow are based on computing the partial deriva-
tives of the image and the flow field, such as LucasKanade or
BuxtonBuxton [7]. The majority of current optical flow meth-
ods strongly resemble the original formulation of Horn-Schunck
[8]. They combine a data term that assumes constancy of some
image property with a spatial term that models how the flow is
expected to vary across the image. Current state-of-the-art can
be better categorized as follows: coarse-to-fine estimation to deal
with large motions [9], texture decomposition [10] or high-order
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filter constancy [11] to reduce the influence of lighting changes,
warping with bicubic interpolation [12], graduated non-convexity
to minimize non-convex energies [13], median filtering after each
incremental estimation step to remove outliers [14]. FlowNet2.0
[15] re-casts the optical flow estimation as a learning problem and
make an improvement over learning optical flow in terms quality
and speed.

Perhaps the most popular state of the art optical flow tech-
nique which has already been used in many successful vision sys-
tems is Epic-Flow[6]. Epic-flow is an edge-preserving interpola-
tion of correspondences for optical flow which leverages recent
advances in matching algorithms and introduces an edge-aware
geodesic distance that handles motion discontinuities and occlu-
sions. We choose to use this method to compute our dense matches
because of its ability to handle deformations and repetitive tex-
tures.

2.2. 3D Reconstruction

Given a set of matches, SfM can produce a sparse recostruction of
the scene. Typically SIFT is used for detecting and matching fea-
tures [16] followed by camera pose estimation [17, 1], and finally
bundle adjustment [1, 18, 3]. Modern SfM approaches showed
great success in reconstructing 3D models for large scale areas
from community photo collections shared on the internet, such
as in [1, 5]. Another variant is incremental SfM which surpasses
traditional SfM techniques in terms of robustness, accuracy, com-
pleteness, and scalability.

Perhaps the closest work to ours is COLMAP [3] where a
general-purpose SfM system is proposed which incorporates an
iterative bundle adjustment, retriangulation, and an outlier filter-
ing strategy that improves completeness and accuracy for large
scale datasets.

3. METHODOLOGY
Image matches extracted using dense optical flow are encoded,
verified for correctness, and stored in a database as explained in
Sections 3.1, 3.1.1, 3.1.2, respectively. The reconstruction is per-
formed using the matches as explained in Section 3.2.

3.1. Pre-processing

During the pre-processing step dense features are extracted and
matched between the images. An out-of-core process performs re-
dundancy checks in order to eliminate ambiguous matches [group
of matches where the transitive relation does not hold, duplicates]
and transforms the validated data into the internal representation
used. Finally, the data is encoded and used to populate the database.

3.1.1. Image Matching
Dense features are extracted and matched in an N2 fashion (com-
plexity is (N − 1)× (N − 2)) between pairs of images. Although
any dense feature extractor/matching technique can be used e.g.
SiftFlow [19], FlowNet2,0[15], etc, we employed Epic-flow [6].
Epic-flow computes dense optical flow using a hierarchical, multi-
layer, correlational architecture inspired by deep convolutional net-
works even in the presence of large displacements. This matching
algorithm can handle complex cases such as non-rigid deforma-
tions and repetitive textures, it efficiently determines dense cor-
respondences in the presence of significant changes between im-
ages, and it has bidirectional validity checks.

3.1.2. Feature Match Encoding and Verification
Bundle adjustment is the common method for solving Structure-
from-Motion problems. Perhaps the most popular variant of this

Figure 2: Transitivity property

method is the Sparse Bundle Adjustment which exploits the sparse
nature of the matrix to efficiently store, process, and solve for
relatively large sets of parameters. This variant requires that all
information about the matches, the 3D points corresponding to
those matches, and the camera parameters are available in mem-
ory. When used with a sparse set of matches such as those pro-
duced by SIFT [16], SURF [20], ORB [21], etc, this does not con-
stitute a problem however, there is always an upper bound on the
number of parameters one can solve for and is typically restricted
to a finite set of sparse features.

The second variant of bundle adjustment uses an iterative ap-
proach where a non-linear optimization is used to solve for the
unknown camera and structure parameters. Until recently this
method also required that all information is available in memory
which again limited the size of datasets one could process. In
COLMAP [3], the authors presented for the first time how incor-
porating a database allows the processing and solving of larger
sets of parameters however, this was again limited to a set of
sparse features, though albeit larger than before, but which almost
always contained ambiguous matches.

In order to address these problems and ensure that only vali-
dated and unambiguous dense matches are used we represent the
data in a format which allows for the efficient identification of re-
dundancies. By redundancies we refer to (a) duplicate matches,
and (b) matches where the transitivity property does not hold as
shown in Figure 2, if 2 or more feature points in one image are
matched to the same feature point or its match, they will be re-
moved. We achieve this by keeping two maps for each image in
the dataset, an index map, and a conflict map. The conflict maps
keep track of whether a feature point has a match in the next im-
age, and the index maps store the information about the indices of
feature points in each of the feature tracks. This reduces the com-
plexity of checking a feature point whether it is ambiguous, to 1.
We render images for verification from verified matches of its pre-
vious frame, as shown in the example in Figure 3b, and compare
to its original image, as shown in the example in Figure 3a.

(a) (b)

Figure 3: (a) A frame from our dataset (b) A rendered image from
verified matches of its previous frame

3.1.3. Populating the Database
The internal data representation and redundancy check ensures
that there are no duplicates and that for all matches the transi-



tivity property holds. Next, we populate the database using this
information. To speed up the recall time we encode the informa-
tion as a single number and use a single table for storage instead
of multiple tables [3]. This eliminates complex queries involving
joins which are computationally expensive.

A feature f(i,x,y) contained in image Ii at pixel (x, y) is en-
coded as a single number e(i,x,y) = i ∗ w ∗ h + y ∗ w + x,
where w, h are the width and height of the image respectively.
Similarly the decoding of a number into the three tuple is per-
formed as x = code%w, y = ((code − x)%(w ∗ h))/(w), i =
(code−x−y∗w)/(w∗h), where (x, y) are the image coordinates
and i is the image index.

3.2. Bundle Adjustment

Bundle adjustment involves the simultaneous optimization of 3D
points and camera poses based on the reprojection error. Using an
initial estimate for the camera poses from the decomposition of the
fundamental matrix between pairs of images, the initial 3D points
are estimated via triangulation. The optimization proceeds by up-
dating the 3D points and camera poses such that the reprojection
error E is minimized [1] given by,

E =
∑
i

di(‖Q(Cc, Xk), xi‖)2 (1)

where Cc are the camera parameters, Xk the points, and Q(., .)
is a function which projects a 3D point onto the image plane cor-
responding to camera parameters Cc. di is a loss function which
potentially down-weights outliers. A popular method for solv-
ing this type of problems is to store and factor the data as a dense
sparse matrix or apply a non-linear optimization using Levenberg-
Marquardt. Solving using a dense or sparse matrix requires N2

memory space and has complexity of O(N3) however for large-
scale datasets it very often fails due to the large memory require-
ments imposed. On the other hand, solving using the iterative
method has O(N) time complexity and requires N memory space.
However the memory requirement can be reduced by computing
Equation 1 in batches.

Inspired by COLMAP [3] and retriangulation, we use the iter-
ative bundle adjustment method, since the generated dense flow
between pairwise images leads to vast amount of points. This
scheme is more efficient in our case, because the number of cam-
eras is much smaller than the number of points, and we avoid per-
forming large-scale matrix computations in memory.

4. EXPERIMENTS
We run experiments on a dataset containing images taken from a
helicopter circling around a church building. Our test dataset con-
tains 71 images with resolution 1280 × 720 with unknown cam-
era calibrations or EXIF information. We use the same dataset to
evaluate our proposed method and compare it to the state of the
art incremental SfM techniques, namely Bundler [1], VisualSFM
[2], COLMAP [3]. The reconstructions are compared and evalu-
ated by computing the distance of points set, as well as performing
surface reconstruction and comparing the meshes.

One of the most popular feature extraction methods in Struc-
ture from Motion is SIFT [16], in COLMAP [3], all experiments
use RootSIFT features and match each image. With our dataset,
each pair of the matched images have less than 1000 feature matches
using SIFT, there are twice as many using RootSIFT. However, in
our case, each of the images has almost the same amount of fea-
ture points as the resolution in the second image, thus an on-disk
database for computing feature tracks becomes essential because

Figure 4: A comparison of results: 1. sparse reconstruction of
SfM (left) and dense reconstruction of PMVS (right) ; 2. Side-
view of COLMAP SfM (left) and surface reconstruction (right)
3. Top-view of COLMAP SfM (left) and surface reconstruction
(right) 4. Side-view and top-view of direct SfM result ours

of memory restrictions. Each of the rows in our database is con-
verted to one feature track, then with COLMAP’s [3] iterative bun-
dle adjustment we generate dense 3D reconstruction using only
SfM and in a shorter time, as shown in Table 1. Rather than hav-
ing a two steps process, i.e. SfM + MVS, which is time consuming
and restricted by memory limitations, the proposed method gen-
erates a dense model efficiently and directly from SfM.

Figure 4 shows a comparison our result with the results of
both SfM sparse and, MVS dense reconstructions of state of the
art VisualSFM[2] and, COLMAP[3].

We also performed a comparison between the sparse point
cloud produced by our approach and COLMAP[3] by comput-
ing the nearest distance between points, and computing the mean
distance of 0.01089, RMS 0.04825, with an overlap of 80%. An-
other comparison was performed between the reconstructed sur-
faces of the dense point clouds and computing the Hausdorff Dis-
tance of the two meshes.

Bundler [2] generated disjoint groups of images (based on the
matches) which led to multiple reconstructions of different scales,
therefore, we were unable to quantitatively compare the results be-
cause considerable user interation is required to manually aligned
the reconstructions which introduced errors/bias.

Finally, We compared our reconstructed surface to Kazhdan’s
[22] and computed a mean distance of 0.013398 and RMS of
0.021225, respectively.

As it can be seen, the proposed approach produces similar or
better reconstructions (in terms of accuracy and density) with the
dense techniques at a fraction of the time, using only a single step
of SfM. It produces better results than all techniques (sparse or
dense) except from [22] which takes three times longer to generate
a result.

5. CONCLUSION
In this paper we have presented an improved method for perform-
ing single-shot reconstructions for large-scale datasets using only
SfM. The method relies on a state of the art optical flow technique
to generate robust matches. The matches are further refined by
verifying the correctness. An iterative bundle adjustment method
is used to reconstruct the scene which is similar or better than other
dense reconstruction state of the art techniques.



Method Features # matches SfM-
Variant # points time-

SfM(min)
MVS-

Variant # points time-
MVS(min) Run-time

Visu-
alSFM

SIFT -
Bundler

[2]
4,863 1.10 PMVS 111,189 1.289 2.389

COLMAP RootSIFT 704,127
iterative
BA [3]

11,274 11.051
Kazhdan

[22]
287,205 23.965 35.016

Our
method

Epic-Flow
[6]

1,576,705
iterative
BA [3]

139,606 12.533 - - - 12.533

Table 1: The comparison of number of points reconstructed and runtime. Although our method does not produce as many points as
state of the art COLMAP-Kazhdan [22] (dense), it produces more points than COLMAP-SfM-sparse by a factor of 10, more points than
PMVS
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