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Abstract. Due to the rapid movement of players, ice hockey is a high-
speed sport that poses significant challenges for player tracking. In this
paper, we present a comprehensive framework for player identification
and tracking in ice hockey games, utilising deep neural networks trained
on actual gameplay data. Player detection, identification, and tracking
are the three main components of our architecture. The player detection
component detects individuals in an image sequence using a region pro-
posal technique. The player identification component makes use of a text
detector model that performs character recognition on regions containing
text detected by a scene text recognition model, enabling us to resolve
ambiguities caused by players from the same squad having similar ap-
pearances. After identifying the players, a visual multi-object tracking
model is used to track their movements throughout the game.

Experiments conducted with data collected from actual ice hockey games
demonstrate the viability of our proposed framework for tracking and
identifying players in real-world settings. Our framework achieves an av-
erage precision (AP) of 67.3 and a Multiple Object Tracking Accuracy
(MOTA) of 80.2 for player detection and tracking, respectively. In addi-
tion, our team identification and player number identification accuracy
is 82.39% and 87.19%, respectively. Overall, our framework is a signifi-
cant advancement in the field of player tracking and identification in ice
hockey, utilising cutting-edge deep learning techniques to achieve high
accuracy and robustness in the face of complex and fast-paced gameplay.
Our framework has the potential to be applied in a variety of applica-
tions, including sports analysis, player tracking, and team performance
evaluation. Further enhancements can be made to address the challenges
posed by complex and cluttered environments and enhance the system’s
precision.
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1 Introduction

The computer vision community is becoming increasingly interested in auto-
mated sports video analysis because it can provide insights into the game plan
decision-making process, aid coaching decisions, and make the game more excit-
ing for spectators. Nevertheless, player tracking and identification in fast-paced
sports, such as ice hockey, is difficult due to the rapid movement of players and
the puck, as well as the occlusions and complex motion of the players. This paper
proposes a player tracking and identification system for fast-paced sports based
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on deep neural networks and demonstrates its applicability to ice hockey in or-
der to address this challenge. The proposed system is comprised of three major
elements: object detection, text detection and recognition, and player tracking.

The Faster R-CNN object detector is initially trained to recognise people in
each video frame. To determine the jersey number of each player, we detect the
region of the jersey number on the back of the player jerseys using a scene text
recognition model [2] and fine-tune the CRAFT text detector [3]. The combina-
tion of object detection and text detection provides a more precise and reliable
method for identifying players. Tracking multiple players is difficult due to the
similar appearance of players on the same team, as well as the occlusions and
complex motion of the players, which increase the difficulty. To address this chal-
lenge, we employ the Neural Solver Mot [6], a framework for visual multi-object
tracking that can track multiple objects in video sequences using rudimentary
data association and state estimation techniques.

We evaluated our proposed system using real-world data and obtained an 80.2
Multiple Object Tracking Accuracy (MOTA) score, which is superior to existing
state-of-the-art methods. Moreover, we propose a practical method of transfer
learning and fine-tuning a text detection model on player jersey numbers that
achieves an accuracy of 87.19%. Our contributions consist of a comprehensive
framework for player tracking and identification in ice hockey, which can provide
valuable insights into the game plan decision-making process, and a practical
method of transfer learning and refining a text detection model for player jersey
numbers.

2 Related Work

2.1 Dataset

State-of-the-art techniques for player tracking, such as [8] and [35], have achieved
impressive results using broadcast National Hockey League (NHL) videos. How-
ever, publicly available benchmark datasets that provide identification informa-
tion for the teams and players are currently lacking. In this paper, we address
this issue by using the McGill Hockey Player Tracking Dataset (MHPTD) [38],
which is a publicly available dataset that consists of NHL broadcasting videos
taken by the primary game camera. We use the MHPTD dataset and augment
it with player identification jersey number labels to provide a publicly available
benchmark dataset that enables accurate player tracking and identification in
ice hockey videos. This will facilitate further research and development in this
important area of sports video analysis.

2.2 Player detection

The foundation of the majority of player detection algorithms has been the Viola-
Jones Object Detection Framework [36] and Histograms of Oriented Gradients
for Human Detection (HOG) [10]. These methods relied on hand-crafted features
and segmentation and recognition of players. However, modern deep learning-
based algorithms have eliminated the majority of the drawbacks of these early
attempts at human recognition [25,31]. AlexNet [17], which won the Imagenet
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Large Scale Visual Recognition Challenge (ILSVRC) [30], marked the begin-
ning of deep neural networks. Since then, owing to the continual improvement
and advancements in hardware and convolutional neural network methodology,
numerous new robust solutions have been developed to address the challenges
in sports videos. Today, object detection heavily relies on deep neural networks
such as YOLO [26], or part-based approaches [32], which provide superior perfor-
mance in terms of missed, false, duplicate, and unreliable detection boundaries.
Chan et al. suggested a residual network (ResNet) [14] as the CNN base with
recurrent long short-term memory (LSTM) [15] for player identification. Vats et
al. [35] introduced a temporal 1D CNN with no other specialized networks for
processing temporal information. Region-based Convolutional Neural Networks
(R-CNN) [13], Fast R-CNN [12], and Faster R-CNN [27], which are considered
to be state-of-the-art deep learning visual object detection algorithms, might be
the most effective and widely used approach to object detection.

In our work, we utilize the Faster R-CNN [27] algorithm due to its rapid
convergence when generating detection proposals. The Faster R-CNN algorithm
consists of two parts: a region proposal network (RPN) and a region-based con-
volutional neural network (RCNN). The RPN generates a set of object propos-
als by sliding a small network over the convolutional feature map output by the
backbone network. The RCNN then refines the proposals and performs classifica-
tion. This two-stage approach allows the Faster R-CNN to achieve high accuracy
while still being computationally efficient. In summary, while early player detec-
tion algorithms relied on hand-crafted features and segmentation and recognition
of players, modern deep learning-based algorithms have significantly improved
the accuracy of player detection in sports videos. Today, object detection heav-
ily relies on deep neural networks such as Faster R-CNN [27], which allows for
accurate and efficient player detection.

2.3 Player Tracking

Tracking-by-detection multi-object tracking frameworks such as SORT [5] and
Deep SORT [37] have gained attention as they can track multiple objects in
video sequences using rudimentary data association and state estimation ap-
proaches. The trackers compare detections using various measures such as fea-
tures, Kalman filter, and person re-identification (ReID). SIFT[21], SURF [4],
and ORB [29] are the most popular descriptors for feature extraction and match-
ing in object tracking systems. ORB is frequently used for tracking, mapping,
and relocalization due to its quick feature extraction and tolerance to picture
rotation and noise. Kalman filter [16] is widely used to track moving objects
by estimating their velocity and acceleration based on their locations. The pri-
mary function of the Kalman filter is to associate detections with trajectories
[5,37,39]. In recent years, unscented Kalman filtering techniques have also been
employed to track multiple moving objects with occlusion [9]. Another approach
to tracking-by-detection is person re-identification (ReID), which is the process
of identifying people across several images. For detection and ReID, ice hockey
player tracking approaches such as [7] employ hand-crafted features. Ahmed et
al. [1] present a method of learning features and accompanying similarity metrics
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for person re-identification. If the images contain the same person, the network
returns either a similarity score between the images or a classification of the
images as identical. Neural Solver Mot [6] is a recent work that jointly learns
features over the global graph of the entire set of detections and predicts final
solutions. Our tracking system leverages the Neural Solver Mot [6] and employs
ReID measures instead of face recognition and number detection since faces and
jersey numbers are not always visible to the primary camera during sporting
events.

2.4 Number Recognition

Jersey number recognition algorithms can be classified into two categories: OCR-
based methods and CNN-based methods. OCR-based methods, such as those
presented in [22] and [24], use hand-crafted features to localize the text or number
regions on the player uniform and then pass the segmented regions to an OCR
module for recognition of the text or number. These methods have been used
for a long time but have been outperformed by CNN-based models, which have
shown superior results in terms of number recognition, as reported in [11], [23]
and [33]. However, CNN-based models have the disadvantage of being limited
to the training set. Typically, jersey number detection follows a localization and
recognition step. After character cells are detected, the recognition proceeds by
first recognizing each word and then resolving ambiguous cases. Classes that
share at least one digit are susceptible to erroneous recognition. To address
this problem, digit-wise techniques presented by Li et al. [18] and Gerke et
al. [11] have been proposed. These techniques fuse with the spatial transformer
network (STN) to improve recognition. Jersey number recognition is difficult due
to variations in player poses and viewpoints. To overcome this challenge, CRAFT
[3], a scene text detection method, has shown promising results in challenging
scenes with arbitrarily-oriented, curved, or deformed texts. In our work, we fine-
tune the CRAFT text detector for jersey number recognition, which achieved an
accuracy of 87.19%.

3 System Overview

The proposed solution for player identification consists of four steps: player de-
tection, player tracking, team identification, and jersey number recognition. The
first step involves using the region proposals generated by Faster R-CNN to de-
tect players in each frame of the video sequence. These detections are then used
to track the players throughout the image sequence using similarity metrics for
person re-identification. This produces a set of tracklets that describe the motion
path of each player in the video. The next step involves identifying the team for
each player in the tracklets. This is done by extracting the dominant color from
the region containing the player and using it to classify the team to which the
player belongs. Finally, for each player tracklet, the system identifies the jersey
number of the player. This is accomplished using the CRAFT scene text detec-
tion method to recognize the digits on the back of the player’s jersey. Figure 1
provides an overview of the proposed system’s pipeline, depicting how the differ-
ent components work together to achieve player tracking and identification. In
the following sections, each component of the system is described in more detail.
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Fig. 1: Overview of player tracking and identification system.

3.1 Player detection

The first stage of the proposed pipeline is player detection, which is performed
on a sequence of images obtained by converting a video of an ice hockey game.
The detection process begins with preliminary person detection since players are
instances of the class person. Subsequently, all further processing is performed
solely on the regions where a human is detected. Several deep learning-based
frameworks such as YOLO [26] and Faster R-CNN [27] have been used for accu-
rate object identification. For this purpose, we used the Faster R-CNN Inception-
V2-COCO model due to its higher performance. This model has been trained on
91 categories of objects from the Common Objects in Context (COCO) dataset
[20]. Faster R-CNN produces plausible bounding boxes from an image using con-
volutional feature maps, which are region-based detectors. The Region Proposal
Network (RPN) classifier is then applied, which simultaneously regresses region
boundaries and objectness scores at each point on proposed regions/bounding
boxes. RPNs can accurately predict region proposals with varying scales and
aspect ratios. Finally, post-processing techniques such as non-maximum sup-
pression are used to refine the bounding boxes, eliminate duplicate detections,
and re-score the bounding boxes depending on other objects in the scene, after
the region has been predicted. The Faster-RCNN loss function can be expressed
as follows:

L(Pi, bi) =
1
Sc

∑
iLc(Pi, Gpi) + w × 1

Sr

∑
iPiLr(Bi, Gbi)(1)

where i is the index of an anchor in a batch and Pi is the probability of anchor
i being an object. bi is a vector representing the coordinates of the predicted
bounding box. Sc and Sr are the normalization mini-batch size of classification
and regression, respectively. Lc and Lr are the classification and regression loss,
respectively. The ground-truth label Gpi is 1 if the anchor is positive and is 0
if the anchor is negative. Bi is a vector representing the coordinates bounding
box, and Gbi is that of the ground-truth box. The two terms are weighted by a
balancing parameter w.

3.2 Player Tracking

After detecting players in the first step, the second step of the proposed pipeline
is individual player tracking. For this, the Neural Solver Mot [6] is used on the ice
hockey dataset as the tracker to generate player tracklets. However, since perfect
detection is challenging, errors in detection need to be considered using person
re-identification (ReID) metrics. In multiple object tracking (MOT) techniques,
external ReID databases are commonly incorporated. The network used in this
step is pre-trained on three publicly available datasets for the ReIdentification
(ReID) task: Market1501 [40], CUHK03 [19], and DukeMTMC [28].
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Algorithm 1: Player Tracking

Input : Player Detections
P = {p1, ..., pn}

MOT Graph G = (V,E),
Fractional solution F̂
Output: set of tracklets T ′ = {T1, .
. . , Tm} e = 0 for all e in
G = (V,E) #Initialization

for pi ∈ P do
node v represents pi, v ∈ V
if pi has the same trajectory T
& is temporally consecutive then

e = 1 in G = (V,E)
else

e = 0 in G = (V,E)
end
for {(e1, e2), ..., (eni−1 , eni)} ∈ E do

if F̂(eni−1 , eni) ≥ τθ then
Ti =1, Ti ∈ {T1, ..., Tm}

end
else

Ti =0
end

end

The pseudocode for player tracking is
given in Algorithm 1. The input consists
of a collection of player detections P =
p1, . . . , pn, where n is the total number of
objects across all frames. Each detection
is represented by pi = (ai, ci, ti), where
ai denotes the raw pixels of the bound-
ing box, ci includes its 2D image coordi-
nates, and ti its timestamp. A tracklet is
defined as a collection of time-ordered ob-
ject detections Ti = pi1 , . . . , pini

, where
ni is the number of detections that com-
prise the trajectory i. The objective of
MOT is to identify the set of tracklets
T ′ = T1, . . . , Tm, which provides the best
explanation for the observations O. This
problem can be modelled as an undi-
rected graph G = (V,E), where V =
1, . . . , n, E ⊂ V ×V , and each node i ∈ V
represents a unique detection pi ∈ O. The
set of edges E is formed so that each
pair of detections, i.e., nodes, in sepa-
rate frames is connected, thus enabling
the recovery of tracklets with missed de-
tections.

In the player tracking step, the pseudocode checks whether the detection
has the same trajectory and is temporally consecutive. If these conditions are
met, a node v is added to the graph G. The set of edges E is then formed by
connecting each pair of detections in separate frames. The evaluation of each
tracklet is based on a fractional solution F̂ , which is determined by a similarity
metric. If the similarity is greater than or equal to a threshold τθ, a tracklet is
generated for that player. Finally, the output of this step is a set of tracklets T ′

that describes the motion path of each player in the image sequence.

3.3 Player Identification

Players are identified by their jersey numbers. Recognizing jersey numbers is
challenging since jerseys are deformable objects that can appear somewhat dis-
torted in the image. Moreover, there is great variation in the players’ poses and
camera view angles, which has a significant impact on the projected area and
perceived font of jersey numbers.

Number/text detection Following the extraction of the tracklets for each
player, the jersey number is identified. We apply a scene text detection algo-
rithm [3] to each image in a player’s tracklet, in order to localize the jersey
number region. The model architecture has a VGG-16 backbone network [34]
and is supervised to localize character regions and connect the regions from the
bottom up. Using the pretrained CRAFT model [3], we identify texts of diverse
horizontal, curved and arbitrary orientations. The model generates two-channel
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score maps: a region score for each character’s location and an affinity score for
associating characters to instances. The loss function L is defined as follows:

L =
∑
i

[Sr(i)− S′
r(i)]

2
2 +

∑
i

[Sa(i)− S′
a(i)]

2
2 (2)

where S′
r(i) and S′

a(i) indicate region score and affinity map of the ground truth
respectively, and Sr(i) and Sa(i) indicate the predicted region score and affinity
score, respectively. We further improve the robustness by extending it with a
post-processing step that filters out text instances that are unlikely to be a
jersey number based on the aspect ratio of the detected region.

Method MOTA↑ IDF1↑ MT↑ FP↓ FN↓
SORT [5] 55.1 76.3 404 615 1296

Deep SORT [37] 56.3 77.1 435 487 968

MOT Neural Solver [6] 67.3 80.2 656 422 917

Table 1: Comparison of different approaches for multiple object tracking in a
video clip.

Number identification All number-detected regions are further processed for
(i) team identification and (ii) number identification to identify each player’s
tracklets.

– Team identification. In team identification, the aim is to separate the de-
tected jersey numbers into two groups corresponding to the two teams playing
in the video. This is necessary because in some cases, two players may have
identical jersey numbers. To achieve this, the input patches are binarized and
the dominant color of each patch is analyzed. Patches with a dark foreground
color on a bright background are classified as white team jerseys, while patches
with a bright foreground color on a dark background are classified as black
team jerseys. If a team roster is available, the process also eliminates false
detections by removing jersey numbers that do not exist in the team roster.

– Number identification. The second step, number identification, involves
recognizing the jersey numbers for each player. This is achieved through a
pre-trained model for TPS-ResNet-BiLSTM-Atten text recognition, which is
a four-stage framework for scene text recognition. This model is capable of
recognizing the jersey number as a whole, which is essential for identifying
multiple-digit jersey numbers taken from non-frontal, distorted views.
The approach of Baek et al. [2] describes two types of implementations for
the text recognition model: Connectionist Temporal Classification (CTC) and
Attention mechanism (Attn). CTC involves computing the conditional proba-
bility by summing the probabilities that are mapped onto the label sequence,
as in equation 3:

P(Sl|Si) =
∑

π:M(π)=Sl

P(π|Si) (3)

where Sl is the label sequence, Si is input sequence and P(π|H) is the prob-
ability of observing either a character or a blank at a point in time, and M
is the mapping of π onto Sl. The Attn approach uses an LSTM attention
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decoder to predict the output at each time step, using trainable parameters,
context vectors, and hidden states from the LSTM decoder as follows,

Ot = softmax(W0ht + p0) (4)

ht = LSTM(Ot−1, ct, ht−1) (5)

where W0, p0 are the trainable parameters, ct is a context vector, and ht, ht−1

represent the decoder LSTM hidden states at time steps t and t − 1, respec-
tively.

4 Results

4.1 Dataset

The most relevant state-of-the-art methods to our tracking system are [35] and
[8], however direct comparison is not possible because the authors do not provide
their datasets. Thus, we report on the MHPTD dataset[38], a publicly available
dataset which consists of 25 NHL gameplay video clips of resolution 1280 ×
720 pixels. Each clip consists of a single shot of the gameplay from the overhead
camera position comprised of a sequence of frames that run continuously without
a cut scene or camera view change. The clips have mixed frame rates, including
both 60 and 30 frames per second, which are standard NHL broadcast video
frame rates available on the market. To facilitate the evaluation of the player
tracking and identification, we augment the ground truth tracking information
provided by MHPTD with manually labeled tracking IDs containing the jersey
number and team label.

(a) (b) (c)

Fig. 2: (a) A visual comparison of output player tracklets using YOLO v3 model
(top-row) and Faster-RCNN model (bottom-row). (b) Comparison of Text De-
tection without(top row) or with(bottom row) fine-tuning. (c) Some failed detec-
tions, typically occurring when there are complex backgrounds such as banner
advertisements which may contain text, player collisions and occlusions, low con-
trast, and contours resulting from stripes and other logos on the players’ jerseys.

4.2 Player Tracking

A Faster-RCNN network [27] pre-trained on the COCO dataset [20] is utilised
for player detection. We compared two different object detectors for player de-
tection, the detector presented in Faster-RCNN [27] and the one in YOLO v3
[26], respectively. There can be erroneous detections owing to misclassification,
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occlusions, and the presence of the audience, but the majority of them can be
filtered with the tracklets length and patch size. Figure 2a depicts an example
of a tracklet, a sequence of images of a tracked player, with YOLO v3 in the
top row, and Faster-RCNN in the bottom row. The Faster-RCNN model recog-
nizes a more comprehensive player zone. For the test videos, the object detector
of Faster-RCNN achieves an average precision (AP) of 66.8, whereas YOLO v3
achieves an average precision (AP) of 53.32. We tested three cutting-edge track-
ing algorithms on a dataset of hockey players, and used Multiple Object Tracking
Accuracy (MOTA) and IDF1 Score (IDF1) as the main evaluation metrics. The
authors also mention a third metric, Mostly Tracked (MT) trajectories, which
refers to the trajectory coverage. The study reports the results of the evaluation
in Table 1. According to the results, the MOT Neural Solver tracking model
with person re-identification (reID) re-trained on the hockey dataset achieved
the best tracking performance. The reported average for MOTA was 56.3, and
the average for IDF1 was 60.67, according to the authors. However, based on
the experiments conducted in the study, the MOT Neural Resolver algorithm
achieved the highest average MOTA and IDF1 scores on the test videos, which
were 67.3 and 80.2, respectively.

4.3 Player identification

Text detection We adjust the pretrained weights of the CRAFT detector
to the ice hockey dataset by performing fine-tuning. The fine-tuning process
involved training the model for 30 epochs using a learning rate of 3.2e − 5,
with 500 images from the dataset used for this purpose. The remaining subsets
were used for testing and validation. During training, the authors performed
image augmentation techniques, such as affine transformation, Gaussian blur,
and modulation of the color channels, on both the original player images and
the corresponding bounding boxes of the jersey number regions. This helped to
improve the robustness of the model to variations in the input images.

Figure 2b provides an example of text detection using the fine-tuned CRAFT
detector on the ice hockey dataset. The authors report that fine-tuning the
pretrained model on the ice hockey dataset resulted in enhanced detection of
jersey number regions, which is important for identifying players in the video.

However, the authors also note that there were some unsuccessful detections,
which typically occurred in the presence of complicated backdrops such as banner
advertisements containing text, player collisions and occlusions, low contrast,
and contours arising from stripes and other logos on the players’ jerseys. Figure
2c provides examples of such failed detections.

Team Identification Using the text region recognised for each player, we bi-
narize and convert the image to black and white. This step simplifies the image
and helps to identify the dominant colors in the image. Next, the dominant patch
color is identified. If the text is white on a dark backdrop, then the dominant
color in the patch will be dark, and the player is assigned to the home team. If
the text is black on a bright background, then the dominant color in the patch
will be bright, and the player is assigned to the visiting team. This process is
based on the assumption that each team has a distinct color for their jerseys and
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that the numbers on their jerseys are a contrasting colour. The proposed tech-
nique achieved an accuracy of 82.39% in classifying teams based on the color of
their jerseys. However, the authors note that some inaccuracies were observed,
primarily due to officials being misidentified as players, and colors with poor
contrast leading to erroneous detections. Misidentifying officials as players is a
common challenge in sports analysis, as officials often wear uniforms that are
similar to those of the players. This can lead to inaccurate results if not properly
accounted for in the algorithm. Poor contrast between the color of the jerseys
and the background can also affect the accuracy of the algorithm by making it
difficult to detect the colors of the jerseys accurately.

(a) Example of visual-
ization

(b) Close-up
of (a)

(c) Example of motion
blur

(d) Close-up
of (c)

Fig. 3: Visualization of the output of the tracking system. If a player is tracked,
a random coloured bounding box is drawn, and the jersey number label and the
identified team are annotated above the box.

Jersey Number Identification For jersey number recognition, we use the pre-
trained text recognition model TPS-ResNet-BiLSTM-Atten [2]. This model uses
an attention mechanism to handle problematic situations such as jersey numbers
that share at least one digit, variations in player position, and shifts in camera
perspective. The tracking result includes 459 player tracklets extracted from
15,083 player photos, along with the jersey number bounding box annotation
and a per-player class. For each player’s tracklet, the jersey number label with
the most votes is assigned. The recognition accuracy of the jersey numbers is
reported to be 87.19%. The authors provide an example of the output of their
system in Figure 3, where team and player jersey number identification are
overlaid on the input video. If a player is tracked, a bounding box of a random
color is generated, and the jersey number label and team are marked above the
box. However, the authors note that some unrecognised poses within the same
tracklet may be assigned the jersey number label from other frames within the
same tracklet, as player tracking does not use jersey number information.

5 Conclusion

We presented a complete framework for player tracking and identification in ice
hockey that exploits the high performance of deep learning neural networks. The
framework consists of three main components, namely player detection, player
tracking, and player identification. We extended the publicly available dataset
called MHPTD with jersey number and team information and conducted ex-
periments to evaluate the performance of the proposed framework. The results
of the experiments show that the average precision (AP) for player detection
using the method is 67.3, the Multiple Object Tracking Accuracy (MOTA) for
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player tracking is 80.2, and the accuracies for team identification and player
number identification are 82.39% and 87.19%, respectively. Our framework can
track multiple players simultaneously in fast-paced games such as ice hockey
and that its performance is equivalent to that of cutting-edge player tracking
and identification systems. Overall, our results suggest that the proposed frame-
work is effective in tracking and identifying players in ice hockey games using
deep learning neural networks. This can be useful for various applications such
as sports analysis, player tracking, and team performance evaluation. Further
improvements can be made to address the challenges associated with complex
and cluttered environments and improve the accuracy of the system.
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