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ABSTRACT

Graphical User Interfaces (GUIs) have long been used as a way
to inform the user of the large number of available actions and
options. GUIs in desktop applications traditionally appear in the
form of two-dimensional hierarchical menus due to the limited
screen real estate, the spatial restrictions imposed by the hardware
e.g. 2D, and the available input modalities e.g. mouse/keyboard
point-and-click, touch, dwell-time etc. In immersive Augmented
Reality (AR), there are no such restrictions and the available input
modalities are different (i.e. hand gestures, head pointing or voice
recognition), yet the majority of the applications in AR still use the
same type of GUIs as with desktop applications.

In this paper we focus on identifying the most efficient combina-
tion of (hierarchical menu type, input modality) to use in immersive
applications using AR headsets. We report on the results of a within-
subjects study with 25 participants who performed a number of
tasks using four combinations of the most popular hierarchical
menu types with the most popular input modalities in AR, namely:
(drop-down menu, hand gestures), (drop-down menu, voice), (radial
menu, hand gestures), and (radial menu, head pointing). Results show
that the majority of the participants (60%, 15) achieved a faster per-
formance using the hierarchical radial menu with head pointing
control. Furthermore, the participants clearly indicated the radial
menu with head pointing control as the most preferred interaction
technique due to the limited physical demand as opposed to the
current de facto interaction technique in AR i.e. hand gestures,
which after prolonged use becomes physically demanding leading
to arm fatigue known as ’Gorilla arms’.
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1 INTRODUCTION

Applications in AR are by default interactive. Different types of
interactions have already been proposed ranging from simple pas-
sive actions such as the user looking through the Head-mounted
Display(HMD) to see virtual objects positioned on the real surface
[Yue et al., 2017], to more complex-active actions where the user
is able to create, edit, and manipulate the virtual objects [Brudy,
2013], [Xiao et al., 2018].

Until recently, AR applications have typically included a small
set of available actions. The user was informed about these ac-
tions either before using the application, or through an introduc-
tion/tutorial at the beginning. In cases where the number of avail-
able actions/options is small then this approach is adequate, how-
ever as this number increases the complexity of pre-usage instruc-
tions and tutorials also increases. Consider for example a 3D au-
thoring software such as Autodesk Maya, 3DS Max, etc, where
hundreds of actions are available at any given point in time. De-
signing such a software in AR means that the user has to be aware
of and remember all these actions, which is not feasible in most
cases.

An obvious solution to the aforementioned problem is to visually
present these actions to the user within the AR application in a
similar way as with the hierarchical menus in desktop applications.
However, this raises the question as to how to visualize these actions
within the context of AR. Some systems from the literature [Hoang
and Thomas, 2008] replicate what has already worked for desktop
applications to AR e.g. drop-down menus. However, when dealing
with an application with a large number of actions this approach
will result in the user’s view to be cluttered with menus; in fact, to
date there are no design guidelines as to how to visualize actions and
options in AR. More importantly though, the constraints imposed
by the two-dimensional window of the desktop application (e.g.
limited real-estate) and available interaction methods (e.g. pointing
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devices), are transferred over to the three-dimensional space of the
AR application.

In this paper we address the aforementioned problems of visual-
izing actions within the context of AR applications. We posit that
in order to determine the best menu to use in AR one has to con-
sider the fact that it is tightly coupled with the choice of the input
modality used. In the context of immersive AR the input modalities
such as head pointing, hand gesture or voice recognition are the
popular choices. We specifically focus on 3D authoring applications
which typically have hundreds of actions and options available
at any given time and conduct a within-subjects user-study with
25 participants. Using a custom designed AR application, the par-
ticipants are asked to perform a number of tasks involving basic
operations on a 3D object i.e. rotate, translate, scale, change color.
Our application implements four combinations of (menu type, input
modality) pairs, namely (drop-down menu, hand gestures), (drop-
down menu, voice), (radial menu, hand gestures), and (radial menu,
head pointing). The participants are asked to perform the same four
operations using all four (menu type, input modality) pairs. A num-
ber of subjective and objective measures are recorded and analyzed.
The results show that the majority of the participants 60% achieved
a faster performance using the radial menu with head pointing
control therefore confirming our hypothesis. Furthermore, out of
the three interaction methods presented e.g. hand gestures, head
pointing, and voice, the hand gestures were found to be the least
preferred input modality for menu selection due to the increased
physical activities required for prolonged use.

The paper is organized as follows: Section 2 provides a brief
overview of the state-of-the-art in the area. In Section 3 we describe
the AR application we developed and used to conduct the user-
study. The methodology including the pilot test, demographics on
the participants, is described in Section 4. Section 5 describes the
evaluation of user study data including objective and subjective
measures. A discussion is presented in Section 6 followed by the
conclusion and future work in Section 7.

2 RELATED WORK

A plethora of work has already been proposed in the literature
addressing menu types and input modalities in AR, although not
so much work has been conducted in assessing menu types in
combination with the input modality used. Below we provide a
brief overview of the most relevant work with the proposed.

2.1 Hierarchical Menus in AR

Since in the AR environment the work space is a boundless 3D area
around the user, multiple varieties of GUIs coupled with different
interaction methods have been proposed in order to manipulate 3D
objects in the view of user and interact with them. From simple 2D
drop-down menus [Hoang and Thomas, 2008], to more interactive
2D menus such as radial/ring menus [Gebhardt et al., 2013], [Davis
et al., 2016], [Gerber and Bechmann, 2004] and more specifically
3D menus which can not be represented in 2D areas [Azai et al.,
2017],[Bowman and Wingrave, 2001].

As previously mentioned, the hierarchical menus have become
ubiquitous. Ever since their introduction researchers have been
trying to improve on the way a large number of actions and options
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are visually presented to the user in the form of a hierarchical menu.
Along this line, in [Matsui and Yamada, 2008] the authors present
a way to optimize the existing structure of a hierarchical menu
(drop-down menu) such that the average selection time is reduced.
Although their experiments show an increase in the selection speed
of about 40% the proposed technique requires a set of user-defined
thresholds which can be difficult to determine and tweak.

Another solution for reducing the pointing time and improving
the performance is to visualize the menus in alternative forms such
as radials [Samp and Decker, 2010] or squares [Ahlstrém et al., 2010].
Radial menus since their introduction by Callahan et al. [Callahan
et al.,, 1988] were shown to reduce the pointing time when com-
pared to a traditional drop-down menu. At the time of the study
in [Callahan et al., 1988] the authors only considered single-level
drop-down menus. It was much later that [Samp and Decker, 2010]
extensively compared the linear hierarchical menu (e.g. multi-level
drop-down menu) with a radial menu in a desktop configuration,
in terms of the visual search time as well as the pointing time. The
results showed that using radial menus the participants performed
34% faster in the pointing time. The results presented in the paper
also showed that the drop-down menus perform better in the vi-
sual search time because of the more intuitive categorization and
visualization of the the multi-level menus.

In [Gebhardt et al., 2013] the authors presented a hierarchical
radial menu specially designed for immersive virtual environments
where the interaction method is based on hand movements recorded
by a 6-DoF interaction device (rotation, projection or picking a ray).
The authors show that participants performed best using this pick-
ray method with respect to the pointing time. The proposed method
requires that the user points at a selection and a ray is cast from
the user’s hand (the controller) to that selection. The paper shows
that visualizing a ray from the user’s hand to the menu selection
results in positive feed-back when considering the pointing time in
immersive 3D environments.

Another variation of radial menus has been presented by in
[Davis et al., 2016]. This variant of radial menu is implemented
based on different depths. The different levels or hierarchies have
been placed in the different layers of the menu. The selection pro-
cess is still based on hand gestures recorded by a Leap Motion
tracker (a vision based tracking system especially for gestures). The
authors conducted a user study with 10 participants and the results
emphasize the fact that this type of radial menu is easy to learn and
capable of supporting a large number of menu actions and options.

Having a comparison between speech-based and radial-menu-
based interaction metaphors in dealing with hierarchical menus in
immersive AR, [Pick et al., 2017] confirmed that the speech-based
interaction metaphor is faster while radial menu based interaction
metaphor has less error ratio. The user study has been conducted
through a 3D authoring application and different users asked to
perform tasks using both radial-menu-based and speech-menu-
based metaphors.

2.2 Selection Techniques

The interaction methods in AR are mostly via natural user interfaces
such as hand gestures, head pointing, eye tracking and voice recog-
nition. The manual inputs such as clickers or controllers are also
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Figure 1: (a) A user interacting with the application from the observer’s perspective. The tasks involve manipulating the
animated bird flying in front of the buildings. (b) Closeup of the hierarchical drop down menu from the user’s perspective. (c)
Closeup of the radial menu from the user’s perspective. The green line is controlled by the user (either with hand gestures or
head pointing) and the selection is made after a dwell-time of 1.5s.

used for selecting or manipulating the virtual objects [Jankowski
and Hachet, 2013].

[Lin et al., 2017] presented a new interaction method for immer-
sive AR named Ubii (short for Ubiquitous Interface and Interaction)
for system manipulation between physical and virtual world. Ubii
enables the user of interacting with multiple smart devices such
as laptop and desktop computers in a room (i.e. transferring files
between them) using an AR immersive headset (Google Glass). In
their work, the hand gestures provide the primary input method
for selection and manipulation while radial menus are used as the
graphical user interface for the device.

[Grinshpoon et al., 2018], proposed a hands-free user interface for
the MS HoloLens headset. The user interface was used by surgeons
who wanted to annotate the patient with virtual information during
the surgery. In this scenario the surgeon is unable to use her hands
for interacting with the device. Therefore head pointing and voice
commands were used in order to interact with the AR headset.
Similar head based interactions and interfaces for AR have also
been proposed in [Park et al., 2008], [Reilink et al., 2010].

In [Kyto et al., 2018] and [Blattgerste et al., 2018] the authors
performed a comparison between different input modalities (hand
gesture, head pointing, eye tracking) for target selection in immer-
sive AR with respect to pointing time and accuracy. In addition to
the available headset sensors they equipped the headset with an eye
tracker. The reported results of both show that eye tracking alone
is faster than head pointing, but head pointing allows a greater
targeting accuracy.

Moreover authors in [Kyto et al., 2018] also have shown that
performing gestures in order to select virtual objects and manipu-
late them will need considerably more effort (physical and mental
demand) compared to eye tracking and head pointing. This was
also confirmed later by Hincapie-Ramos in [Hincapié-Ramos et al.,
2014] where they showed that using hand gestures to interact with
immersive environments for a long time can lead to arm fatigue; a
problem known as ’Gorilla arm’.

3 APPLICATION

We developed a simplified 3D authoring application in AR (consist-
ing of a total of 20 menu items) that includes a number of tasks
which involve actions to be performed on a 3D object. These tasks

are presented in four different (menu type, input modality) com-
binations all of which are in the form of hierarchical menus: a
drop-down menu controlled with hand gestures, a radial menu
controlled with hand gestures, a drop-down menu controlled with
voice and a radial menu controlled with head pointing. As pre-
viously mentioned several studies have been conducted over the
years [Callahan et al., 1988], [Samp and Decker, 2010] and have
shown that radial menus reduce pointing time because of the short
distances when compared to drop-down menus. Since this has been
established already we opted out of including the (drop-down, head
pointing) pair in our application. Similarly, the (radial, voice) pair
was also not included because when using voice for interaction the
user does not interact with the actual menu per se.

The application presents the four tasks relating to basic oper-
ations on a 3D object, in sequence. For each task, the application
starts with a pop-up window containing an explanation of which
action the user should select, and the absolute path to the action e.g.
Edit — Transform — Rotate. The information on the exact menu
location of the action eliminates the possible bias which may be
introduced in cases the user is familiar with 3D authoring software
and already knows under which top-level menus the action is lo-
cated. Upon reading the explanation, the user has to complete four
tasks, namely: rotation, scale, move, and change of color). The task
is considered as completed (a) if the user successfully selects the
indicated action, or (b) mistakenly selects another action. The user
must complete all four tasks in the sequence they appear in: rotate,
scale, move, change color. Once all the tasks are completed the
user is prompted with the next (menu, method) pair and is asked
to repeat the same tasks. Thus, a total of sixteen tasks have to be
completed.

The first menu type is a drop-down menu containing multiple
levels of sub-menus and actions e.g. File, Edit, Geometry, Rendering
and etc. The menu is represented as a 2D plane floating in 3D space,
and located next to the object of interest as shown in Figure 1b. We
have implemented two interaction methods for this menu: hand
gestures (which includes tracking for pointing, and air-tapping for
clicking), and voice control.

The second type of menu we have designed is a radial menu
which presents all sub-menus and/or actions as circle-buttons spread
out along the circumferences of a set of multi-level co-centric circles
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drop-down, radial, dron-down. voice radial,
hand gestures hand gestures P > head pointing
Pre-test Calibration Instructional Rotate Rotate Rotate Rotate Post-test
Questionnaire . Tutorial Scale Scale Scale Scale Questionnaire
(3 minutes) (5 minutes) (10 minutes) Move Move Move Move (5 minutes)
Color Change Color change Color Change Color Change

(~20 minutes)

Figure 2: The experimental setting. All participants had to fill-out a pre-test questionnaire followed by a 5-minute system
calibration to adjust the headset, and a 10-minute instructional tutorial to familiarize them with the hand gestures used in
AR e.g. air-tapping, bloom, etc. Next, the participants had to perform four tasks with four (menu, input modality) pairs, after

which they had to fill-out a post-test questionnaire.

centered at the object of interest. An example is shown in Figures
1a, 1c. Due to the fact that a radial menu has a fixed center point
and all options are guaranteed to lie on the circumference of one
of the co-centric circles, we allow the user to move and rotate a
line originating from the center in order to make a selection, using
the two interaction methods which are most appropriate for this
case: head pointing control, and hand gestures (which includes
tracking for orienting and positioning the line, and 1.5s dwell-time
for selecting). Menus using a rotating line for making a selection
are known as marking menus and are the extensively used in 3D
authoring software. In the post-questionnaire we have used the
terms ’'line guided radial menu with hand gestures’ and ’line guided
radial menu with head pointing control’ for simplicity and clarity
purposes. Figures 3a, 3b, 3¢ show the application from the user’s
perspective.

Objective measures regarding the participants’ interactions with
the application were recorded throughout the duration of the ex-
periment on a per participant, per task basis:

e start time: the timer begins as soon as the application starts

e completion time: the time is recorded when each task is
completed. The task is considered as completed (a) if the user
successfully selects the indicated action, or (b) mistakenly
selects another action.

e cursor location: continuous recording at 0.1s intervals

e menu selections made

e wrong menu selection number for each participant

e video of what the user is seeing through the headset

From an implementation standpoint, the application was devel-
oped in Unity3D with Microsoft’s HoloLens headset without using
any peripheral devices.

There are no knowledge prerequisites to using the application
however during the design and development cycles we noticed
that the learning curve is quite steep for the first-time AR users. In
particular, first-time AR users have difficulty familiarizing them-
selves with the hand gestures recognized by the device. For this
reason, the users are first asked to follow an instructional tutorial
on the recognized hand gestures and usage of the AR headset. After
introducing the tutorial, the effective learning time for a first-time
AR user drastically reduced to a few seconds as also confirmed by
the pilot test.

4 METHODOLOGY
4.1 Experimental Setting

The experiments received approval by the University Research
Ethics Committee and were conducted over the period of 14 days
and involved 25 participants. Prior to the study, all participants
were informed of the purpose of the study and procedures, after
which they gave informed consent. The experiment duration for
each participant ranged from 35 to 45 minutes.

The participants were first asked to complete a pre-test ques-
tionnaire containing questions relating to demographics and back-
ground information on their experience in using AR headsets/ tech-
nologies. Following the pre-test questionnaire, the participants had
to complete a 5 minute calibration process of the headset and a 10
minute instructional tutorial on the recognized hand gestures such
as air-tap and bloom, head pointing, voice commands, and general
usage of the AR headset. Next, the participants had to complete
all the tasks in the 3D authoring application in AR. Upon comple-
tion of the tasks all participants were asked to complete a post-test
questionnaire containing specific questions on the menu types and
interaction methods presented in the application. Throughout the
experiment a member of the research team was present for observa-
tion (e.g. the contents from the user’s point-of-view displayed on a
monitor connected to the headset) and to ensure that the procedure
is followed correctly. Figure 2 summarizes the various steps of the
experiments.

4.2 Pilot Test

A pilot test of the application were conducted with 3 participants.
The purpose of this test was to gather feedback and make adjust-
ments and possible updates to improve the application as well as
the procedure. The participants were asked to complete all steps of
the process: complete a pre-test questionnaire, follow an instruc-
tional tutorial on the recognized hand gestures and usage of the AR
headset, perform the tasks, and complete a post-test questionnaire.
During the pilot test, participants reported that they found it diffi-
cult to complete the tasks within the allotted time hence we have
increased the time from 15 minutes to 20 minutes. Furthermore,
based on the feedback provided by the participants, we introduced a
30 second break-interval when switching between two menu types.
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(b)

Figure 3: (a) The application as seen from the user’s perspec-
tive. The tasks include manipulating an animated 3D objects
i.e. bird flying in front of the buildings. The text in the dia-
log box (top right corner) asks the user to change the color
of the animated bird using menu options. (b) A closeup of
the hierarchical radial menu as seen by the user and (c) the
animated bird after performing the color change. The green
line is controlled by the user (either with hand gestures or
head pointing) and the selection is made after a dwell-time
of 1.5s.

4.3 Participant Demographics

A sample size estimation with an effect size of 0.3 showed that a
total of 24 participants were required for the experiments [Faul
et al.,, 2007]. A total of 25 participants [32% female, 68% male] were
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recruited for the experiments. The participants ranged from 18-44
years old with the majority 52% within the age group 25-34, and
24% for each age group 18-24 and 35-44, respectively.

4.4 Analysis

In this paper we employed a one-way ANOVA with repeated-
measures (¢ = 0.05) for analyzing the pointing time i.e. the time it
takes to navigate to an item and select it [Samp and Decker, 2010]
using the four pairs of (hierarchical menu, input modality). We
performed a descriptive post-hoc analysis on the data using Bon-
ferroni confidence interval adjustment for pairwise comparison. In
addition to that we have gathered the number of failed and suc-
cessful attempts during the experiments for each user and for each
task and have provided a comparison of these with respect to all
four interaction techniques. After completing the tasks in the AR
application the participants were asked to fill out a post-test ques-
tionnaire about the physical demand, frustration, and overall rating
for each type of interaction. We have applied both quantitative and
qualitative analyses to support our findings.

5 EVALUATION

5.1 Pre-test Questionnaire

In the pre-test questionnaire the majority 64% indicated that they
had no to little experience using AR devices and selected 1 (48%)
and 2 (16%) on a Likert scale of 5 [1 - °T have never used an AR
device’, to 5 - 'T have used an AR device and I am comfortable in
using this technology’] when asked to "Rate your experience using
Augmented Reality (AR) devices". The remaining 36% indicated
that they had some experience using AR devices and selected 3, 4,
and 5 (16%, 4%, 16% respectively). In retrospect, considering the
participants’ responses, the decision to include an instructional
tutorial was clearly justified; the tutorial served the purpose of fa-
miliarizing the participants with AR devices prior to the experiment,
and therefore removing potential bias introduced from participants
with prior experience using AR devices.

Figure 4 shows the responses for the question 'Rate your experi-
ence using X’ where X is each of [Augmented Reality (AR) devices,
hand gestures for interaction, 3D authoring software, voice input
for interaction]. In summary, 32% selected 4 for ’voice input for
interaction’, 72% selected 1 for *3D authoring software..., and 44%
selected 2 for "hand gestures for interaction’.

Table 1 shows a comparison between the participants’ experience
in using AR devices versus experience in using hand gestures. As it
is evident, of high statistical significance is the fact that 86% of the
participants who indicated that they had no experience using hand
gestures (selected 1) they also indicated that they had no experience
using AR devices (selected 1). This seems to imply that they must
have used hand gestures outside the context of AR e.g. using Leap
motion, Kinect, etc, and were unfamiliar with the hand gestures
used for pointing and clicking in AR.

5.2 Quantitative Results

A quantitative evaluation was performed taking into account the
two dependent conditions: pointing time, and the error. Pointing
time refers to the elapsed time it takes for the user to point/move
to a menu item and select it. The error is defined in terms of (a)
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Figure 4: Pre-test responses for question ’Rate your experi-
ence using X’ where X is each of [Augmented Reality (AR)
devices, hand gestures for interaction, 3D authoring soft-
ware, voice input for interaction]

Table 1: Participants’ responses for 'Rate your experience us-
ing Augmented Reality (AR) devices’ versus ’Rate your expe-
rience using hand gestures’, sample size 25, confidence level
95%

Col. % 1 2 3 4 5 NET
1 86% | 36% | 50% 0% 50% | 52%
2 14% | 27% 0% 0% 0% 16%
3 0% 27% | 25% 0% 0% 16%
4 0% 0% 0% 100% | 0% 4%

5 0% 9% 25% 0% 50% 12%
NET 100% | 100% | 100% | 100% | 100% | 100%

the number of mistaken selections made (Selection Error), and (b)
the number of failed interactions e.g. hand gesture not recognized,
voice command not recognized (Recognition Error). The partici-
pants’ total error rates are shown in Table 3. As it is evident the
Recognition Error for the pairs (drop-down, hand gestures) and
(radial, hand-gestures) is 31 and 21 respectively, which is higher
than the pairs not involving hand-gestures. The table also shows
that Selection Error for the (radial, hand gestures) pair is the highest
in the four different combinations of menu type and input modality.
This confirms the fact that using hand gesture for menu selection
in immersive AR can lead to high error rate.

An analysis of the pointing times shows that there is a significant
difference between (radial, head pointing) and both menus with
hand gestures (the drop-down and the radial one). In particular,
(drop-down, voice) and (radial, head pointing) resulted in the fastest
pointing times when performing the four tasks (F(3, 297) = 13.298,
p < 0.05). The pairwise comparisons are summarized in Table
2. Figure 5 shows the mean pointing times grouped by the tasks;
(radial, head pointing) is the fastest with (M = 7.06s, SD = 2.20) with
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the second fastest being the (drop-down, voice) with (M = 8.59s,
SD = 2.96).

Further analysis of the mean pointing times per participant
shows that out of 25 participants 60% have performed their best
performance using (radial, head pointing), 20% using (drop-down,
gesture), respectively 19.6% using (drop-down, voice) as the fastest,
and and 0.4% using (radial, gesture).

12.007

10.009

8

6.007

4.00

Mean pointing time{seconds)

2.001

0.00

(radial, head
pointing)

(drop-down, gesture) (radial, gesture) (radial, voice)

Hierarchical menu type
Error Bars: +- 1 SE

Figure 5: The mean pointing time per (menu, input modal-
ity) pair grouped by the tasks, and by the participants.

5.3 Post-test Questionnaire

Upon completing the test the participants were asked to fill-out
a post-test questionnaire pertaining to the performed tasks with
each (menu, input modality) pair.

The first section of the post-test questionnaire contained one
question about the ’level of physical demand’ and ’level of frustra-
tion’ for each (menu, input modality) pair respectively on a Likert
scale of 5. Figure 6 summarizes the participants’ responses. Our
analysis shows that there is a significant difference between the
physical activities required when using the (radial, hand gestures)
and the (drop-down, hand gestures). The results show that the
(drop-down, voice) pair was the least demanding in terms of physi-
cal activities F(3,72) = 32.471, p < 0.05. With respect to the "level
of frustration’, the (drop-down, voice) pair was also shown to cause
the least frustration amongst the participants with a close second
being the (radial, head pointing) pair F(3,72) = 70.795,p < 0.05.

In the second section of the post-test questionnaire, the partic-
ipants were asked to provide an overall rating for each pair on a
Likert scale of 5. Figure 7 summarizes the results which clearly show
a preference towards the (radial, head pointing) pair. In addition to
the rating, we asked the participants to explain their choice. Fast
object selection, and less fatigue were the significant differences
between the (radial, head pointing) and (radial, hand gestures). Fur-
thermore, participants indicated that they did not prefer to use
voice for interaction.
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Table 2: Pairwise comparisons of (menu, input modality). Significant differences appear between (*, hand gestures) with (drop-
down, voice) and (radial, head pointing) pairs. In addition, there is a significant difference between (drop-down, voice) and
(radial, head pointing) with respect to the pointing time.

(Menu, Input modality) | (Menu, Input modality) | Mean Difference | Std. Error | Sig. | Lower Bound | Upper Bound
(radial, hand gestures) -.746 1.002 1.000 -3.444 1.953
(drop-down, hand gestures) (drop-down, voice) 2.030 739 .043 .040 4.021
(radial, head pointing) 3.560 .703 .000 1.669 5.452
(drop-down, hand gestures) .746 1.002 1.000 -1.953 3.444
(radial, hand gestures) (drop-down, voice) 2.776 736 .002 794 4.758
(radial, hand gestures) 4.306 782 .000 2.200 6.412
(drop-down, hand gestures) -2.030 739 .043 -4.021 -.040
(drop-down, voice) (radial, hand gesture) -2.776 736 .002 -4.758 -.794
(radial, head pointing) 1.530 316 .000 .679 2.381
(drop-down, hand gestures) -3.560 .703 .000 -5.452 -1.669
radial, head pointin (radial, hand gestures -4.306 782 .000 -6.412 -2.200
p g g
(drop-down, voice) -1.530 316 .000 -2.381 -.679

Table 3: The two types of errors: selection and recognition error. The % shown is for the total 100 tasks performed by all
participants i.e. 25x4 (rotation, move, scale and change color) for each (menu, input modality) pair.

(Menu, Input modality) | Number of experiments | Selection error (%) | Recognition error (%)
(drop-down, hand gestures) 100 10 31
(radial, hand gestures) 100 25 21
(drop-down, voice) 100 0 13
(radial, head pointing) 100 10 0
Methods
| drop-down, hand
s Sastreg™ " 100,00
(radial, hand gestures)
(drop-down, voice)
(radial, head pointing)
80.00
H 9
= EE{ 60.00
s
o
40.00
20.00
Physical Demand Frustration
Error Bars: +- 1 SE
0.00-

(drop-down,
gestures)

(radial, gestures)  (drop-down, voice) (radial, head

Figure 6: The mean responses from the users for physical poiting)
demand and frustration when they were asked to rate the
level of physical demand and frustration scaling from 1 to
5. Figure 7: Rating of (menu, input modality) pairs. Each pair

was rated on 5-point Likert scale.

Menu Type

6 DISCUSSION

The analysis of the results shows that although the majority (85%)
of the participants indicated familiarity with the drop-down menus
in desktop applications, the majority (90%) gave the (radial, head

pointing) the highest rating compared to the others. This can be
attributed to the fact that since the early beginning of windowed
applications drop-down menus have been used for visualizing the
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actions/options and are nowadays ubiquitous. Despite the fact, that
in our application we have implemented the drop-down menu in an
object-centric manner - i.e. actions/options vary depending on the
object of interest and are positioned in close proximity to the object
in 3D space - the participants still found that the drop-down menu
is not the best. This was also expressed by some participants in the
’additional comments’ questions in their post-test questionnaire:
"Much easier to use than a traditional drop-down menu because
there’s more space between options. In drop down menus, options
are crammed into a rectangle and there is a lot of room for error
when selecting an option’

Analysis of the objective measures showed that using (radial,
head pointing) the participants were able to complete all tasks
in a shorter time compared to the other (menu, input modality)
pairs. Figure 5 shows the mean pointing times for all the tasks
and all participants. In the post-test questionnaire the participants
indicated that it was ’easy to use’ and resulted in ’less fatigue’.

Furthermore, the fact that the (radial, head pointing) was given
the second lowest rating in regards to the "level of physical demand’,
and ’level of frustration’ yet it was chosen as the preferred (menu,
input modality) pair, can be attributed to the fact that people do
not want to use voice as an input modality. The reason as to why
they wouldn’t use voice is either because of privacy concerns i.e.
...Moreover, I wouldn’t want to stand out in public by talking out
loud to a device., or because they believe using voice in a noisy
environment will cause recognition problems i.e. ’voice control in
a crowded environment may not work very well due to noise’.

The study also has confirmed another important shortcoming
of all (*, hand gestures) pairs, namely Gorilla arms. The main ex-
periment (tasks) only lasted for a few minutes yet the participants
reported high physical demand and fatigue (84%), which can be
attributed to the fact that the user has to keep her hands raised
when interacting with the application i.e. ’'Hand pointing is way
too tiring’.

The analysis of the error shows that the (radial, head pointing)
and (drop-down, voice) pairs have the lowest error ratios across
all tasks performed by the users. Two types of possible errors in
the context of selection techniques in immersive devices [Ozacar
et al., 2016],[Xu et al., 2019] have been evaluated in this analysis.
The results show that each of the (drop-down, voice) and (radial,
head pointing) pairs performs well in reducing the one type of error.
In total, adding the two types of errors together the (radial, head
pointing) pair performs better (13 and 10). This was also confirmed
by the feedback provided by the users where they indicated that
voice control in a crowded environment may not work very well
due to noise. The noise can cause problems in recognizing the words
in voice recognition.

Another interesting outcome is the fact that (radial, hand ges-
tures) was rated the lowest of the four pairs. As indicated in the
post-test questionnaire some participants had some trouble con-
trolling the line i.e. ’..The line gets sometimes out of scope..... We
have observed that right-handed participants trying to make a se-
lection on the left side of the radial (and vice-versa) had difficulties
controlling the line.

M. Pourmemar and C. Poullis

7 CONCLUSION AND FUTURE WORK

Graphical user interfaces in augmented/virtual reality are mostly in-
spired from 2D desktop environments. In this paper we present the
results of a within-subjects user study comparing combinations of
popular hierarchical graphical user interfaces coupled with popular
input modalities for use in 3D authoring software in AR headsets.

The results show that all (*, hand gestures) pairs were rated as
the least preferred because of the physical demand involved. This
confirms the ’Gorilla arm’ problem already indicated in literature.
The (radial, head pointing) pair was quantitatively shown to be the
fastest. Further, when participants were asked to rate each (menu,
input modality) pair it was also indicated as the most preferred.

Furthermore, when using the (radial, hand gestures) pair some
participants indicated difficulties in controlling the line. This primar-
ily occurred when right-handed participants were trying to rotate
the line in order to make a selection on the left side of the radial,
and vice-versa. We consider this to be a very interesting direction
and we would like to explore how machine learning techniques
can be used in order to re-arrange the menu items according to the
frequency of their selection and the user’s physical characteristics
e.g. left-handed or right-handed.
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